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Abstract  

Machine learning is increasing in use at various stages of drug development. Identifying the 

structure-activity relationships of molecules is a substantial step in drug development. β2-

adrenergic receptors are associated with common diseases such as hypertension and asthma 

in society. In this study, a machine learning model that learns the structure-activity 

relationship for β2-adrenergic receptor inhibitors has been established. For this, initially, the 

molecule sets were obtained from ChEMBL then the model was trained with SVM and 

XGBClassifier which are major machine learning algorithms. Finally, the model was evaluated 

with various metrics.  
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Introduction   

Artificial intelligence (AI) aims to automate the intellectual actions that humans can perform 

by machines. Machine learning is a subfield of AI. Classic AI methods can succeed in tasks with 

specific rules, but not sufficiently successful in complex tasks such as image classification, 

speech recognition, language translation. Machine learning algorithms achieve more 

successful results in complex tasks than classic AI. (1) 

One of the reasons machine learning has become very popular is that a lot of data has been 

produced in every field today and it is still being produced. Machine learning is an effective 

way of turning this data into knowledge. Since drug research and development studies are 

essential in terms of people's quality of life, the number of data obtained in this field is high. 

For example, ChEMBL, a molecular database, has more than 2 million different bioactive 

molecules. (2) 
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The success of ML methods in computer vision and natural language processing has also shed 

light on drug development. One of the first notable examples is the success of deep neural 

networks in the Kaggle competition held by Merck in 2012. Another example study in 2019, 

discovering Potent inhibitors for "discoidin domain receptor 1 (DDR1)" by In silico Medicine 

researchers in as little as 21 days.   ML can be used in distinct stages of drug development such 

as the estimation of the chemical properties of the molecule and toxicity profiles. With ML, 

more rational drug design becomes achievable, and as a result, molecules with high activity, 

low toxicity, and fewer side effects profiles can be obtained in less time, at less cost. (3) 

In this study, an artificial intelligence model was built that can predict the activity of molecules 

via understanding the relationship between molecules and their targets by analyzing the 

molecule sets of biological targets. β-adrenoreceptors have been selected as the biological 

target. Its widespread presence in the body and its diverse functions were a crucial criterion 

in its selection as a target. For example, the main clinical use of β2-agonists is asthma 

treatment. With the activation of β2-adrenoreceptors, relaxation occurs in the flat muscles of 

the bronchi and the airways expand. On the other hand, the main use of β-antagonists in the 

treatment of angina and hypertension. Drugs that block β1-receptors in the heart reduce heart 

rate and convulsion. In addition, β blockers contribute to the decrease in blood pressure with 

their effects in other parts of the body. (4) 

Results and Discussion   

Material and Method: Support vector machines (SVM) is a supervised machine learning 

algorithm that can be used in classification analysis. SVM aims to create the hyper plane 

(decision surface) that best separates classes. In this sense, it aims to maximize classification 

margins so that the new data is on the appropriate side of the plane. (5)   

 SVM tries to classify it as linear by maximizing the distance between the hyper plane and the 

closest instances of the classes (support vector). SVM does not have to make the separation 

linearly, it can be selected as a polynomal, radial-based or sigmoid core function in accordance 

with the data set. Choosing the appropriate core functionality is a critical process because 

different core functions perform differently in the learning process. Although the complexity 
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of the data is an important criterion for selection, there is no core function specified for each 

data type. (5,6) 

C and gamma are significant parameters of SVM. Parameter C relates to the penalty for 

incorrect predictions, and the different values of this parameter can affect each support vector 

based on its associated error. In this sense, small C values indicate small penalty or large 

margins (distance) for support vectors. The gamma parameter from nonlinear kernels relates 

to the variance and bias of variables; small gamma values can lead to large variance and low 

deviation models, and vice versa. (7) 

In this study, SVM was used as a machine learning algorithm. Data sets are prepared before 

the modeling process is advanced. The data is from MuSSeL, which generates using ChEMBL's 

data. Molecules with activity results for the β2-adrenergic receptors in the data set have 

various properties such as SMILES codes, chembl numbers, activity results (IC50, nM), 

hydrogen bond acceptors, logP. 

Another algorithm used in this study is XGBoost. XGBoost (Extreme Gradient Boost) is a 

machine learning technique for regression and classification problems based on the Gradient 

Boosting Decision Tree (GBDT). Optimizes the traditional GBDT algorithm for the loss function, 

editing, and segmentation point search algorithm. One of the essential parameters in XGBoost 

models is "max_depth" which represents the depth of each tree. In general, if the value of this 

parameter is too large, the training set error in the iteration will decrease rapidly, causing 

overfitting in the model. (6,8)  

Converted to pIC50 values to reduce the variance of activity results in the data set. The 

threshold value was set at pIC50 7.5; Molecules above 7.5 were active, while that underneath 

was labeled as inactive. (9) Fingerprints of molecules were created by ECFP6 method. (10) It 

was then separated into a data set, test, and training set (0.2 and 0.8 respectively). Then SVM 

models and XGBoost classifier model were created with various parameters. K-fold cross-

validation (k=10) was used when creating models, and the results show averages. The results 

of the models by various metrics are shown in the following table. Python's rdkit, sklearn, 
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numpy, and pandas libraries were used to perform these operations. Models have trained 

through Google Colaboratory. 

Model Accuracy 

score 

Matthew 

Korelasyon sabiti 

Recall 

Score 

Precision 

Score 

SVM (kernel=rbf, C=10) 0.87 0.75 0.82 0.89 

SVM (kernel=poly, C=10) 0.87 0.74 0.81 0.90 

SVM (kernel=rbf, C=1) 0.88 0.77 0.84 0.90 

SVM (kernel=poly, C=1) 0.86 0.73 0.77 0.91 

XGBClassifier (max_depth=10, 

learning_rate=0.1) 
0.88 0.76 0.86 0.87 
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